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Abstract

In this paper, we introduce a novel zero-shot 3D instance segmentation framework1

called RE0. We leverage the 3D geometry information in 3D point cloud, the2

projection relationship between 3D point cloud and multi-view 2D posed RGB-D3

frames and the semantic features extracted by CLIP from multi-view 2D posed4

RGB-D frames to address the challenge of 3D instance segmentation. Specifically,5

we utilize Cropformer to extract mask information from multi-view posed images,6

combined with projection relationships to assign point-level labels to each point7

in the point cloud, and achieve instance-level consistency through inter-frame8

information interaction. Then, we employ projection relationships again to assign9

CLIP semantic features to the point cloud and achieve aggregation of small-scale10

point clouds. Due to the particularity of zero-shot 3D instance segmentation, we11

introduce the 3D open-vocabulary task to evaluate our method. Notably, RE012

does not require any additional training and can be implemented by supporting13

only one inference of Cropformer and one inference of CLIP. Experiments on14

ScanNet200 benchmark show that our method achieves higher quality segmen-15

tation than the previous zero-shot methods. Besides, our method even surpasses16

the human-level annotations in many cases. Our project page is available at17

https://recognizeeverything.github.io/18

1 Introduction19

With the development of technologies such as autonomous driving, robotics, and virtual reality[1,20

5, 41], 3D instance segmentation, a fundamental task in 3D computer vision, is increasingly21

demonstrating its importance. Its target is to predict 3D object instance masks from input 3D22

scenes like meshes, point clouds, and posed RGB-D frames. Traditional 3D instance segmentation23

methods[2, 7, 9, 26, 31, 33, 35, 39] are data-driven, and are trained on close-set dataset. Although24

these methods have made some progress, they still cannot solve the increasing requirements of data25

and resources.26

In 2D segmentation area, Segment Anything Model[11] brings a breakthrough. After training on27

SA-1B dataset, SAM can segment any unknown image without further training. Previous methods28

like [6, 36, 37] utilize projection, graph neural network, and other information to build the connection29

between 2D and 3D to realize 3D segmentation. These methods sometimes do not generate results30

that meet our expectations due to the granularity control relationship of the SAM Prompt encoder.31

Sometimes the granularity is too fine, and sometimes it is not fine enough, as shown in Fig 1. We32

believe that, on the one hand, this is because it is difficult to manually control the granularity of the33

masks produced by SAM. On the other hand, these methods still have certain flaws in keeping the34

consistency of 3D instances.35
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Figure 1: Comparison of related works. The visualization results of different methods are shown
above. Input of this figure contains six chairs and one rubbish bin. Recognizing the six similar neigh-
boring chairs is hard. For zero-shot methods like SAM3D and SAMPro3D, they either completely
collapse or recognize adjacent objects as the same category; for training-based method, Mask3D feels
ambiguity on this scene; however, our framework RE0 has the ability to segment all the six chairs
completely and accurately.

To solve these issues, we propose a novel framework called RE0 for indoor scenes. Followed36

by some previous works, RE0 uses a pre-trained 2D segmentation model to generate masks for37

RGB-D frames. Then, we use a Mask-Based Segmentation approach which leverages the projection38

relationship between 2D and 3D to achieve consistency across mask frames and produce a preliminary39

3D segmentation result. Subsequently, a Mask-Based Merge Module is employed to exploit the40

projection relationship and CLIP semantic features to integrate fine-grained segmentation results into41

a complete segmentation granularity which aligns with CLIP semantic features.42

However, zero-shot 3D instance segmentation presents a common challenge: the evaluation of43

segmented point cloud instances within standard close-set datasets is hindered by the difficulty in44

determining the correspondence between point clouds. To address this challenge, we have drawn45

on the 3D Open-vocabulary task proposed by OpenMask3D[29]. After performing 3D zero-shot46

instance segmentation, we incorporate a CLIP Semantic Addition module for RE0. It assigns the47

semantics of corresponding representative objects to the point cloud instances and facilitates the48

evaluation of our segmentation results. Furthermore, we have designed an evaluation metric which is49

specifically designed to directly evaluate zero-shot 3D instance segmentation.50

In summary, our contributions are as follows:51

• This paper proposes a novel framework called RE0 to achieve zero-shot 3D instance52

segmentation. This method achieves unified consistency between 2D and 3D, as well as53

between 3D and 3D. The segmented results also conform to the semantic granularity.54

• In order to facilitate the evaluation, this paper has also done the corresponding processing55

for the 3D open- vocabulary segmentation task, i.e., the RE0 framework can accomplish the56

3D zero-shot open-vocabulary instance segmentation task. Besides, we design a new metric57

to demonstrate the performance advantages of our framework.58

• Experiments conducted on ScanNet200 benchmark have shown that our method has achieved59

state-of-the-art (SOTA) standards among methods that perform zero-shot 3D instance60

segmentation. Furthermore, it has exhibited considerable performance in the 3D open-61

vocabulary instance segmentation task.62
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2 Related Work63

2.1 3D semantic and instance segmentation.64

Previous works[4, 14, 15, 16, 19, 20, 22, 30, 32, 40] have utilized large-scale 3D annotated data as65

supervision and employed deep learning with neural networks to achieve these objectives. On the66

ScanNet200 instance segmentation benchmark[3, 27], Mask3D achieved outstanding instance seg-67

mentation performance by utilizing Transformer-based segmentation networks[26]. TD3D achieved68

good results through a simple and fully data-driven approach from top to bottom[12]. LGround69

guided the learning of semantic category labels by anchoring 3D feature to the text embedding space70

of CLIP[24]. In addition, some methods based on superpoint[13, 28] represent the entire 3D scene71

by constructing superpoint graphs and employ graph neural networks to perform segmentation. Some72

2D-Guided methods[37] utilize 2D segmentation models to achieve segmentation by projecting the73

camera poses to obtain 3D results.74

2.2 Zero-shot and open-vocabulary 3D scene understanding.75

Zero-shot 3D scene understanding is a relatively new research task with limited related studies.76

Currently, the main research still involves some pre-trained 3D models[18, 29]. However, with the77

development of 2D visual backbone models, the Segment Anything Model(SAM)[11], has made78

zero-shot object recognition possible. SAM is trained on the SA-1B dataset, acquiring extensive79

prior knowledge that enables effective segmentation of unfamiliar images without further training.80

Similarly, in indoor specific scenes, Cropformer can obtain more comprehensive 2D masks[21].81

Recent studies are making efforts to apply these 2D segmentation models to 3D domain[6, 36, 37].82

SAM3D performs segmentation by projecting 3D points onto 2D images as prompts for SAM, then83

back-projecting to obtain instance masks in 3D[37]. To address the consistency issue in SAM3D,84

SAMPro3D designs a filtering mechanism for masks filtering and fusion. SAM-Graph takes a graph85

neural network perspective, combine SAM to construct node and edge weights, and employs graph86

segmentation methods to segment scenes[36].87

For open-vocabulary 3D scene understanding, OpenScene utilizes pixel-wise features extracted88

from posed images of scenes to obtain scene representations[18]. OpenMask3D has achieved open-89

vocabulary scene understanding in the 3D domain by combining CLIP features with pre-trained90

point cloud segmentation models[29]. OpenMask3D has also established a new benchmark on91

ScanNet200 dataset. Based on these, OpenIns3D has designed a module to generate images from92

point clouds cleverly eliminating the need for 2D image inputs[8]. Open3DIS also promotes research93

in open vocabulary scene understanding by aggregating 2D masks and mapping them to geometrically94

consistent point clouds[17].95

3 Methodology96

3.1 Problem Definition97

The objective of point cloud semantic segmentation is to assign a label to each point in the point98

cloud that belongs to a specific category. Instance segmentation extends this further, as it not only99

provides the label for each point but also distinguishes between different individual instances. The100

Open-Vocabulary task requires us to be able to query the corresponding point cloud described by a101

given text prompt.102

Specifically, our pipeline requires the input scene that includes: the point cloud P which contains103

N points, and the corresponding posed RGB-D frames of the point cloud. We denote the camera104

intrinsic as K and the number of RGB-D frames as T . For the certain frame t, its RGB image105

is denoted as Ft, depth image as Dt, and camera extrinsic as Rt. From the camera intrinsic, we106

can obtain the camera focal lengths (fx, fy), the principal point (cx, cy), and the radial distortion107

coefficients (bx, by).108

We preprocess all frames of the RGB-D images using the 2D pre-trained model to extract all instance-109

level masks which are denoted as M = {M1,M2, ...,MT }. For the certain frame t, there are mt 2D110

instance masks on the frame. On each mask map, each pixel is assigned a corresponding instance ID,111

which ranges from [0,mt]. The instance ID of 0 is denoted as the meaningless background class.112
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Figure 2: Main pipeline of RE0. We utilize the Cropformer to obtain 2D masks. For all frames, we
project 3D point clouds on the masks and generate instance-level segmentation by Mask-Based 3D
Instance Segmentation Module. Then, 2D masks and projection relationship are conducted to merge
small-scale instances. Finally, we add CLIP semantic feature in Aligned Feature Fusion Module.

Notably, the 2D pre-trained model is replaceable. Since SAM[11] tends to segment indoor scenes113

with excessive fine granularity, we have chosen the Cropformer model[21], which provides a more114

complete segmentation results for indoor scenes.115

3.2 Mask-based 3D Instance Segmentation116

Projection. For a single frame Ft, we can establish a 3D-to-2D projection correspondence at this117

viewpoint. The points successfully projected onto the mask map are assigned the instance label of the118

corresponding pixel.119

After projection, we obtain the segmentation state St ∈ RN of the point cloud. Points projected onto120

the mask map receive the same instance label s as the corresponding pixel, where s ∈ [1,mt]. Points121

that cannot be projected are labeled as 0, indicating an invalid label.122

For the certain 3D point p3D, in the designated camera coordinate system with intrinsic K and123

extrinsic Rt, its coordinate is (x, y, z). We can get the corresponding 2D pixel p2D(u, v) by following124

the equation below:125

u =
(x− bx) · fx

z
+ cx,

v =
(y − by) · fy

z
+ cy,

(1)

where, (fx, fy) is the camera focal lengths, (cx, cy) is the the principal point , and (bx, by) is the126

radial distortion coefficients. Note that not all points are valid projections. We will compare the127

estimated depth of the actual projections with the depth map Dt to filter out the valid points.128

Alignment. After projection, we obtain the set of segmentation state S = {S1, S2, ..., ST }, where129

St ∈ RN . However, due to the lack of consistency in instance labels between different frames, the130

results in the instance labels between point cloud states not being aligned in 3D space. We propose131

a strategy for aligning two point cloud segmentation states St1 and St2 . The detailed algorithm is132

shown in Alg. 1.133

Segmentation. In the Segmentation step, we set the final segmentation state as Sfinal = 0 ∈ RN134

firstly, and we iterate through all frames to add the final segmentation result. For the same point, we135

choose the instance label that appears most frequently. We denote the Alg. 1 as function align(·, ·),136

denote the operation of add segmentation state as function add(·, ·), the formula is followed:137

Sfinal = add(Sfinal, align(Sfinal, St)), t ∈ [1, T ]. (2)
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Algorithm 1 Aligning Strategy of Point Cloud Segmentation States
1: procedure ALIGN(St1 , St2 ) ▷ Two segmentation states of the point cloud, St1 , St2 ∈ RN

2: snew ← max(St1) + 1
3: for s← 1 to max(St2) do ▷ Traverse all instance label in St1
4: clusterj ← St2 [St2 == s] ▷ Get point cluster in St2 with the same instance label s
5: clusteri ← St1 [clusterj ] ▷ Get point cluster in St1 with the same index of clusterj
6: cnt← clusteri.value_count() ▷ Count the number of different label
7: max_label,max_num← cnt[0] ▷ Get the label with the maximum count
8: if max_num/len(clusterj) > kalign then
9: St2 [St2 == s]← max_label ▷ Set the label to the aligned label

10: else
11: St2 [St2 == s]← snew ▷ Set the label to the new label
12: snew ← snew + 1 ▷ Update the new label
13: end if
14: end for
15: return St2 ▷ The segmentation state St2 aligned with St1
16: end procedure

3.3 Mask-based Merge Module138

In Sec 3.2, we obtain a complete instance-level segmented point cloud state Sfinal which achieves139

instance consistency across 2D frames. However, due to the limitations of the projection perspective,140

the same mask may correspond to multiple local point clouds in 3D space. In this module, we achieve141

the generation of the segmented point cloud through Projection Merge.142

Given two point cloud instance Insi1, Insi2, Mask-based Merge Module is used to determine whether143

or not these two instance should be merge based on the frame t.144

First, we need to consider the efficacy of each point cloud instance.For the frame t and the labeled145

point cloud instance Insi with a point count of N i, we set a projection score α. The formula is146

followed:147

α =
V i
t

N i
, (3)

where V i
t is the number of valid points which are projected on frame t by Insi. For Insi, if most148

points are valid(α > kproj) on frame t, we consider Insi is a valid instance on frame t. Only when149

two instance is valid on frame t, we can continue to next step.150

Although the instance Insi is valid on frame t, it may correspond to multiple different masks after151

projection. To measure this situation, we set the mask score β using the following formula:152

βi
t =

maxmt
j=1 c

j
i

V i
t

(4)

where cji denotes the number of valid points for Insi on the 2D mask j of frame t. We can also153

obtain the related mask label Ins_maskti = maxmt
j=1c

j
i of Insi. The core idea of Merge Module is154

that, if two point cloud instance can be merged, they should mostly be projected onto the same mask155

at frame t. Therefore, there are two conditions to merge Insi1 and Insi2:156

Ins_maskti1 = Ins_maskti2

βi1
t , βi2

t > kmask

(5)

We follow the above operation to traverse all point cloud instance and frames to complete the merge157

stage.158
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3.4 Aligned Feature Fusion Module159

Adding accurate features in a reasonable manner is a key step. For each point cloud instance Insi,160

we extract its CLIP semantic features for every frame. We reuse the projection mentioned in Sec. 3.2161

and the projection score mentioned in Sec. 3.3. The whole module can be seen as Fig. 3.162

Figure 3: Aligned Feature Fusion Module. For selected instance Insi, we choose Top-Kscale

frames based on α and β. Then we crop the region three times and send them into CLIP to obtain
semantic features. Finally, we calculate the average Kscale × 3 features to generate the final feature
of Insi.

If Insi is not a valid point cloud instance in frame t, the corresponding CLIP semantic features for163

that frame are set to 0. Otherwise, through the distribution of the projected points, we can obtain the164

2D mask area Rotit. We feed Roiit to CLIP to extract the semantic feature. We record the semantic165

features of all frames and obtain the Top-Kscale CLIP semantic features with the largest weight166

proportions by sorting the weights wi
t. The weights is calculated by following formula:167

wi
t = Softmax(βi

t), (6)

where βi
t is the mask score for Insi on frame t. It is our contention that the more points on the168

corresponding mask area, the more accurate the semantics are represented.169

In the context of the open-vocabulary task, it can be reasonably assumed that the instances have been170

segmented with a high degree of accuracy. Consequently, it is advisable to add CLIP semantic feature171

with precision. In this part, the Roiit formula is followed.172

Roiit = [
Ni

min
j=1

uj + λ,
Ni

min
j=1

vj + λ,
Ni
max
j=1

uj − λ,
Ni
max
j=1

vj − λ], (7)

where the Ni denotes the point count of instance Insi, (u, v) denotes the 2D points on frame t173

projected by instance Insi and λ is a hyper-parameter to control the scales of Roiit. λ has 3 different174

scales to obtain multi-level semantic features.175

4 Experiments176

4.1 Experimental Details177

4.1.1 Settings178

We utilize the ScanNet200[25] dataset, which provides extensive annotations for 200 classes based179

on the RGB-D data of ScanNet[3]. The dataset offers an extremely challenging task for zero-shot180

3D indoor scene segmentation. We validated our framework on the scannet200 validation set which181

contains 312 different indoor scenes. To expedite testing and conduct quantitative experimental182
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analysis with previous zero-shot methods, we set the RGB-D frames to 240×320. The information183

about CLIP and Cropformer are provided in the supplementary material. Experimental results184

showcase that the entire framework’s GPU usage does not exceed 10G, and that testing was conducted185

testing on a single RTX2080.186

4.1.2 Metrics187

Due to the particularity of zero-shot 3D instance segmentation, the segmented point cloud instances188

lack semantic labels. Consequently, traditional evaluation metrics are challenging to measure the189

accuracy of the work. As a result, we evaluate our framework by two different metrics.190

For the first metric mAP, we follow the setting of OpenMask3D[29]. By matching the segmented191

point clouds with CLIP feature against the dataset’s vocabulary, we select the label that is closest192

in semantic features to the point cloud instance as its label. This approach assesses the association193

from an open vocabulary of semantics to the closed set of class labels in the dataset. We compare194

our framework with OpenMask3D[29]. As shown in the supplementary material, our segmentation195

method segment the scene in more detail than GT, so we cannot segment some objects presented196

by ScanNet200. Following previous standard is unfair to us. Therefore, we adopted the method of197

calculating the mAP value of each scene separately and then averaging the scenes.198

For the second metric mAPGT , we follow the setting of SAMPro3D[36]. The segmented point cloud199

instances are compared with the ground truth points, and then a voting mechanism is used to select200

the most frequent ground truth label among the points in the segmented point cloud instances as201

the semantic label for this instance. Although the calculation of mAPGT is unfair, we believe it is a202

relatively reasonable method to describe the qualitative effects of zero-shot segmentation. Moreover,203

under this evaluation metric, we only compare with other zero-shot segmentation methods[36, 37].204

More details about the evaluation metrics can be found in the supplementary material.205

4.2 Experimental Results206

4.2.1 Quantitative Results207

As the Tab. 1 shows, for the open-vocabulary 3D instance segmentation on the ScanNet200 bench-208

mark, a higher mAP indicates that the point clouds are more similar to the set of point clouds209

represented by the corresponding vocabulary in the validation set. Although our mAP is not good210

enough, our mAP50% and mAP25% have surpassed the OpenMask3D. The lack of control over the211

granularity of the zero-shot method makes it challenging for zero-shot methods to implement it as212

required for closed datasets.213

Table 1: Results(%) on ScanNet200. The bolder number is the best and the underline number is
the second best result. Methods with ∗ means that this method validated on mAPGT .

Method mAP mAP50% mAP25%

OpenMask3D 10.84 13.52 14.95
Ours 6.27 14.58 23.09
SAM∗ 9.03 22.24 39.21
SAMPro3D∗ 11.15 28.47 55.53
Ours∗ 15.76 37.16 61.22

In our metric mAPGT , our framework has achieved the state-of-the-art(SOTA) result on the Scan-214

Net200 benchmark under zero-shot 3D segmentation methods. A higher mAPGT indicates that the215

segmented point clouds are more similar to the ground truth point clouds in terms of location. That is,216

at the positions where the ground truth point clouds exist, we have an equivalent amount of segmented217

instance-level point clouds present.218

4.2.2 Qualitative Results219

Zero-shot 3D instance segmentation. In Fig. 4, we present a qualitative result about zero-shot task.220

We compare GT, SAM3D and SAMPro3D. The highlighted visualization results help us prove that221

our method has stronger versatility compared to SAM3D and SAMPro3D. For specific objects or as a222

whole, corresponding point clouds can be segmented.223
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Input GT SAM3D SAMPro3D Ours

Figure 4: The qualitative comparison of GT, SAM3D, SAMPro3D and Our Method. The
highlighted areas demonstrate the superiority of our method.

Open-vocabulary 3D instance segmentation. In Fig.5, we present a qualitative result about open-224

vocabulary task. RE0 is able to segment a corresponding object based on given query. It can be225

observed that RE0 can effectively segment the objects themselves for large-scale objects(like dresser,226

chair). Similarly, RE0 can also focus well on their geometric structures for small-scale objects(like227

light switch, toilet paper holder) .228

(c) Light Switch (d) Toilet Paper Holder

(a) Dresser (b) Chair

Figure 5: Qualitative results of open-vocabulary tasks. Our open-vocabulary instance segmentation
is able to handle different queries. For each query, a corresponding 3D point cloud and a 2D image
are provided. The segmented parts are marked in red.
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4.3 Ablation Study229

Ablation of Modules. In this work, we proposed two modules for 3D point cloud segmentation.230

Mask-based Merge Module(M3) is a interchangeable module after Mask-based Segmentation. As231

Fig. 6 shows that, the Mask-based Merge Module takes the responsibility for mergence of small-scale232

instances.233

Input w/o M3 w/ M3

Figure 6: Qualitative results of ablation studies. The highlighted area has been effectively merged
by the M3 module, filtering out fine noise.

Ablation of Hyperparameters. Due to the writing limitations, only the most important hyper-234

parameters related to projection are presented here. kproj denotes that valid points after projection as235

a proportion of total points and kmask proportion of valid points on a mask after projection. As the236

Tab. 2 shows that we decide the final kproj = 0.4 and the final kmask = 0.6 .237

Table 2: Ablation study of hyperparameters. mAP results(%) on randomly selected 20% of the
312 scenes in ScanNet200. The bolder number is the best and the underline number is the second
best result.

kproj kmask mAP mAP50% mAP25%

0.3 0.5 5.49 13.11 21.30
0.3 0.7 5.86 13.92 22.47
0.4 0.6 5.68 14.61 23.08
0.4 0.8 5.87 14.12 22.94

5 Conclusion238

Conclusion. In summary, we propose a novel framework RE0 for 3D zero-shot open-vocabulary239

instance segmentation. The proposed framework utilizes the 2D mask extracted by Cropformer[21]240

and utilizes the projection relationship to achieve the mask-based segmentation. By combining with241

the 3D geometry position and CLIP[23] semantic feature, our approach can achieve the fusion and242

filtration of the 3D instances to generate the trustworthy 3D instance segmentation results.243

Limitations and future works. The results of our approach are rely on the 2D pre-trained model.244

While we have selected the Cropformer[21] in our experiments, other 2D segmentation models245

such as SAM[11], MobileSAM[38], and EfficientSAM[34] can also be connected to our framework246

easily. Furthermore, in some scenes, we believe that the current segmentation granularity is not247

very satisfactory. For example, it is difficult to say whether the keycaps on the keyboard should be248

separated into instances or not. In the future, the potential for zero-shot segmentation to create a249

method like Garfiled[10] that can freely control the scale represents an exciting avenue for further250

research.251
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A Appendix / supplemental material377

A.1 More Information.378

The discussion about the metrics.379

We want to discuss the issue of evaluation metrics for zero-shot 3D instance segmentation.380

Since the inception of the SAM3D method, evaluating these approaches fairly has become a chal-381

lenging task. Traditional evaluation methods are not suitable for this task, because we only obtain382

segmented point clouds without knowing their semantic labels. SAM3D does not address this issue.383

The evaluation metric mIoU in SAMPro3D allocates scores based on the intersection between the384

segmented point cloud and the ground truth (GT), which tends to yield high scores when the point385

cloud scene is fragmented. This is due to the fact that the intersection of the fragmented point clouds386

with the complete GT is always the fragmented point cloud itself, which results in the segmentation387

of excessively fragmented data sets being assigned inflated scores.388

We followed the idea of SAMPro3D and designed a corresponding mAPGT to solve this issue. It389

also allocates labels based on the intersection between the segmented point cloud and GT. Because390

the ScanNet200 benchmark calculates mAP by considering the respective positional intersections, it391

partially mitigates the problem of fragmented point cloud segmentation receiving higher scores.392

INPUT

SAM3DSAMPro3D

Ours

GT

Mask3D

Figure 7: Comparison on scene0000_00.

It is evident that the core issue lies in the process of attaching semantics to segmented point cloud393

instances. If semantics can be attached to each point cloud instance, the problem of fair quantitative394

evaluation of zero-shot segmentation can be addressed. The recently introduced 3D open-vocabulary395

task by OpenMask3D seems to align well with this objective.396

However, we found that this approach is not entirely fair either in practice. This is because the397

vocabulary provided by ScanNet200 does not cover all terms and there may be ambiguity for the398

same object. This is not a problem for training-based methods because they are specifically trained399

on the dataset, so the segmented shapes tend to correspond more closely to the evaluation metric400

categories. In contrast, zero-shot methods may have disadvantages because they are better suited for401

showcasing fine-grained results, and their overall segmentation performance may be comparatively402

weaker. Additionally, some fine-grained objects are not annotated in the dataset, which causes403

zero-shot methods to lose their inherent advantages.404

To address this issue, we modified the traditional category-based mAP to a scene quantity-based mAP,405

which helps to alleviate the problem to some extent.406

The settings of experiments.407

13



Table 3: The settings of experiments.

Devices/Hyper-parameters Versions/Numbers
kscale 3
kproj 0.4
kmask 0.6
λ 0.1, 0.2, 0.3

Confidence of Cropformer 0.25
Jump Frame 10

2D RGB-D Scale 240× 320
GPU Device GTX3090 24G

A.2 More Experiments.408

Some experiments have followed and more experiments are shown in our anonymous project page.409

Input w/o M3 w/ M3

Figure 8: Ablation on Scene0131_00.
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error rates).576

• If error bars are reported in tables or plots, The authors should explain in the text how577

they were calculated and reference the corresponding figures or tables in the text.578

8. Experiments Compute Resources579

Question: For each experiment, does the paper provide sufficient information on the com-580

puter resources (type of compute workers, memory, time of execution) needed to reproduce581

the experiments?582

Answer: [Yes]583

Justification: We discuss the settings in Sec. 4.584

Guidelines:585

• The answer NA means that the paper does not include experiments.586

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,587

or cloud provider, including relevant memory and storage.588

• The paper should provide the amount of compute required for each of the individual589

experimental runs as well as estimate the total compute.590

• The paper should disclose whether the full research project required more compute591

than the experiments reported in the paper (e.g., preliminary or failed experiments that592

didn’t make it into the paper).593

9. Code Of Ethics594

Question: Does the research conducted in the paper conform, in every respect, with the595

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?596

Answer: [Yes]597

Justification: Yes, this paper conducted with the NeurIPS Code of Ethics.598
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.600

• If the authors answer No, they should explain the special circumstances that require a601

deviation from the Code of Ethics.602

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-603

eration due to laws or regulations in their jurisdiction).604
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societal impacts of the work performed?607

Answer: [NA]608
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of the work performed.610

Guidelines:611
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impact or why the paper does not address societal impact.614
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from (intentional or unintentional) misuse of the technology.629
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11. Safeguards634
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